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Here’s my argument

Over the last two decades or so the debate has moved through several 
overlapping phases: 
• the ethics of “autonomous” robotic weapons
• excitement about autonomous weapons systems
• trying to figure out what autonomy means
• pulling back on the enthusiasm
• a shift to “teaming” or “collaboration”

Note: AI seems to be inextricable from autonomy but we don’t know what AI 
means either.





Roots: Ron Arkin and his critics

“Autonomous armed robotic platforms 
may…better adhere to the laws of war than 
most soldiers possibly can.”

Ron Arkin, “Ethical Robots in Warfare,” 2009



Automatic vs. Autonomous
The doomsday machine is automatic:

Highly restricted parameters and tasks.

“If Stanley Kubrick directed 
‘Dr. Strangelove again, it would 
be about the issue of 
autonomous weapons.”

-Michael Schrage, MIT

Skynet is autonomous: learns and adapts 
to dynamic environments, evolves as the 
environment around it changes, ingests 
and learns from increasing data sets 
faster, and eventually more reliably, than 
what would be reasonable for a human. 
(definitions paraphrased from Scott 
Totman, 2017)



It’s not going to end with robots fighting robots.



Basic premises

• LAWS must follow the principles of just war theory: sovereign authority, 
just cause, just intentions, peace as goal, proportionality, distinction, etc.

• Lethality cannot always be reliably predicted (e.g., Moscow theater 
hostage crisis, 2002).

• Autonomous weapons systems are emerging technologies, thus inherently 
difficult to regulate (Collingridge Dilemma, 1980).

• The first mover must set the rules.  That almost never happens.



Autonomous technologies are “dual use”

A single technology may 
originally fit only one cell 
(e.g, Skynet), in a couple 
of cells (e.g., robotic 
surgery), or every cell 
(e.g., surveillance) 
depending on 
circumstances.

Civilian Benign Military Benign

Military Malign Civilian Malign



Distinction between
“military” and
“civilian” AI 
increasingly irrelevant 
(Allenby)





”Autonomy” is a many splendored thing
• Political philosophy: self-governance

• Kantian moral philosophy: ability to self-legislate the moral law

• Robotics: capacity of a system to make its own “decisions”*

• “Consciousness” not required except perhaps in the cognitive sense of systematic 
information processing

*”A metaphor is an affair between a predicate with a past and an object that yields while protesting.”

--Nelson Goodman



Unmanned Military Machines:
“In the loop”
• US Civil War—Balloons to deliver explosives

• Tesla – Wirelessly controlled motorboats (1915)

• WWII – German FX-1400 remote aircraft 

• WWII – US B-17s remote controlled

• Cold War – UAVs for images and heavy payloads



Weapons Systems Classified by Relative 
Autonomy

• Automatic weapons (“dumb” -- e.g. triggered by a tripwire or motion 
detector; the doomsday device)

• GOFAI-based weapons (human-readable 
representations of problems, logic and searches; 
e.g., PackBot)

• Computational AI-based weapons (e.g., machine learning, neural net 
architecture)



Increasing Control Autonomy:
UAVs “On the loop”

• Gulf War – RQ-2 Pioneer for surveillance

• Afghanistan – MQ-1 Predator, RQ-1 Global Hawk for armed 
surveillance

Today: Continuous military demand for self-directing, goal oriented, 
environmentally adaptive and rapid “sense and trigger” scenarios.



2012













The U.S. “Third Offset” Strategy
(SecDef Chuck Hagel, 2014)

• Robotics
• Systems autonomy
• Miniaturization
• Big data
• Advanced manufacturing

Partner with innovative private sector companies



Future of Life Institute, 2015: 
“Meaningful human control”



“Meaningful human control”?



“Meaningful human control”?

“The Tomahawk is 
already an autonomous 
weapon, in the sense 
that it can be fired at 
pre-planned fixed 
targets and left alone.”

--Defense Industry Daily, 
12/8/20







“In short, speed matters – in two distinct 
dimensions.  First, autonomy can increase 
decision speed, enabling the U.S. to act inside 
an adversary’s operations cycle.  Secondly, 
ongoing rapid transition of autonomy into 
warfighting capabilities is vital if the U.S. is to 
sustain military advantage.”



• Autonomous systems “must have the capability to 
independently compose and select among different 
courses of action to accomplish goals based on its 
knowledge and understanding of the world, itself, and 
the situation.”

• The U.S. should take “immediate action” to figure out 
how to defeat new AI-enabled operations.



Correcting “Misperceptions”

• All autonomous systems are “supervised by human operators at some 
level.”
• Design and operation involve “human-system collaboration.”
• Commanders and operators may mistrust software.
• DoD “should abandon the debate 

over definitions of levels of autonomy.”



"One of the places where we 
spend a great deal of time is 
determining whether or not 
the tools we are developing 
absolve humans of the 
decision to inflict violence on 
the enemy. That is a fairly 
bright line that we’re not 
willing to cross.”

General Selva, August 25, 2016



General Paul Selva, Joint Chiefs Vice Chair 
Senate testimony, July 18, 2017

“A raucous debate…”



“People say ‘what’s the Third 
Offset Strategy about? And they 
say ‘oh, it’s about AI and 
autonomy.’  We say no…It’s about 
human-machine collaborative 
combat networks.”

Interview with Deputy Defense Secretary Robert 
Work, Breaking Defense, February 9, 2016

















Example of teaming technology: N3



The Ethics of Warfighter Participation in the 
Development and Testing of AI-Driven 

Performance Enhancements
PIs: Nick Evans and Neil Shortland (UMass Lowell)

Investigators: Michael Gross (Haifa) and Jonathan D. Moreno (Penn)

Minerva Research Initiative, U.S. Department of Defense



Human Experiments in the Military
• Because investigational drugs offer a high probability of protecting fighting 

forces, military necessity can override patients’ rights by presidential 
waiver in the US when obtaining consent is not feasible. 

• Experimental drugs, on the other hand, are risky and not necessarily 
intended to protect the health of the test subject. Regulations, therefore, 
are stricter. Military subjects, moreover, are particularly vulnerable and 
although soldiers sign consent forms, problems arise because the dynamics 
of rank disparity, fears of offending one’s superiors and/or peer pressure 
may undermine informed consent when soldiers are recruited for medical 
experiments. 

• US Department of Defense (DoD) military human research protection 
program (HRPP) forbids the presence of superior officers during the 
solicitation of research subjects and demands informed consent, medical 
supervision, the right to end an experiment, an independent ombudsman 
or research monitor to oversee recruitment and experimentation. 



Specific Aims of Our Project

What ethical considerations inform the use of warfighters as 
experimental subjects in neuroscience research, and as users of 
experimental neurotechnologies?

• Identify special ethical features of warfighters as experimental 
subjects as they pertain to the testing and use of neuroenhancements 
for restoring and/or maintaining human performance and capacity;

• Investigate how military commanders weigh the risks and benefits of 
experimental technologies used by or on their warfighters.



Significance

Within the study of ethics and neuroscience, little research has been devoted 
to explicit concerns at the intersection of neuroscience and national 
security. A secondary literature on enhancement has focused on the use of 
neuroscience to augment warfighter capacities beyond therapeutic norms 
through enhanced training or the use of brain-computer interfaces to 
connect soldiers directly to data analysis or prosthetic devices.

To date, however, there has not been an explicit investigation of the ethics 
of testing and implementing enhancements, with a particular emphasis on 
so-called “neuroenhancements” (i.e. neuroscience and technology used to 
enhance capacities), in warfighters. 



Innovation

There is a lack of sustained analysis of what ethical issues arise when 
interventions are not clearly or centrally therapeutic, but are rather 
to enhance warfighter capability. The scholarly intersection of military 
medical ethics, neuroscience, and enhancement, moreover, is almost 
totally empty. There has been almost no specific analysis about how 
warfighter enthusiasm for enhancement could be exploited by 
researchers to test novel neuroscience interventions.



Approach

We conduct a historical inquiry into the role of soldiers in testing novel 
medical interventions and technologies. 

We conduct a normative inquiry into the ethical foundations of human 
subjects research and how they apply in the context of warfighters as a 
distinct population.



Research Design

We engage in a historical and normative analysis of the ethics of 
experimentation on warfighters when the intervention to be studied 
constitutes an enhancement.

Our methodology includes an expert workshop and a horizon scan of 
stakeholders: planners, logisticians, SOF operators, defense AI 
specialists, military medical researchers.



Our Team



A Parting Shot….

“Despite the fact that AI has not been as successful in military and 
commercial settings as many people think, it is entirely possible that 
the perception of having all-powerful AI may be just as important as 
actually having it.”

--Missy Cummings, Duke University



Thank you!


